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What should the OSG look like in 20177



What value will OSG be providing to the scientific and computing
communities?

 Continue to foster and build communities at the intersection of domain and
computational sciences

 Which science domains would benefit from OSG?
e Computational (doing this well now)

* Data Intensive (beyond ‘Big Data’)
» Data collected from sensors in the virtual and physical worlds

e Building community, leveraging efforts to produce synthesis, sharing resources to
maximize science return on investment

* OSG has established a very successful model for how to build and sustain community driven
infrastructure

« Communities outside of Physics would benefit from OSG’s expertise and lessons learned



What products and services will OSG be
poroviding?

e Data needs of the science community that need to be addressed today and in the future
» Data curation for long-term preservation of data to facilitate reuse
* Protect and preserve university and community intellectual property
 How will others be able to cite and reuse data 10 to 15 years from now?
» Digital Object Identifiers (DOls) for data
» Establish authoritative scientific digital record

» Support infrastructure for repeatable computational simulation and analysis
» Verification and validation, and being able to handle uncertainty quantification

» Support the discovery of underlying models from observational and simulation data
* Inverse models

* Multi-dimensional uncertainty quantification and reduction of high dimension data to facilitate efficient
exploration of high dimensional data

* Need for the preservation of software that can interpret these data
* Virtual machines is a possible approach
* Need to be able to run these software, not just archive them



Which science communities will be using OSG, and in particular which
of these are not currently using OSG?

* Computationally intensive science and engineering
disciplines

e Continue to support communities such as high energy Physics
» High performance / High throughput computing
o Effectively use the most powerful computing capabilities

Add capabilities to serve data intensive disciplines

* Tremendous variety and increasing resolution of data from sensors

e Example: Center for Urban Science + Progress at NYU
o Keynote talk at SC13 about Urban Informatics

 Communities increasing use of high performance / high throughput capabilities
« Communities are large and international in scope



Red dots represent researchers and students browsing NEEShub,
watching videos, and taking courses while performing 840,656 web
and 38,854 tool sessions between August 2010 and April 2013.
Yellow dots represent users who are running simulations.
Dot size corresponds to the number of users at a location.
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Who will be providing the computing
resources?

* Branscomb pyramid

 Amazon EC2 and cloud providers will likely become a viable alternative at the lower layers
of the pyramid

* Which layer(s) will OSG seek to address?
e Universities will continue to seek to meet the needs of students, faculty, etc.
* Universities will likely seek to establish consortiums to minimize costs and spread the risks

 What about Data?
* Few good institutional models for providing infrastructure for data
* NEES (today)

* Over 2M project files and directories from the earthquake engineering community

* University of Michigan Institutional File System (IFS) project (1990’s)
* “One world, one filesystem”



How will the OSG community be working
together to advance their goals?

e OSG has developed effective governance, sharing, and scaling models
e Who?

 Which domain science and computational communities will the OSG seek to serve?

e Where?

 National or international?

 What?
* What kinds of services will the OSG seek to provide?

e When?

e Over what timeframe will these needs emerge, and when will OSG be able to address
them?

* This all leads to how
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Challenges to Network Adoption

Causes of performance issues are
complicated for users.

Lack of communication and
collaboration between the CIO’s
office and researchers on campus.

Lack of IT expertise within a
science collaboration or
experimental facility

User’s performance expectations
are low (“The network is too slow”,
‘I tried it and it didn’t work™).

Cultural change is hard (“we’ve
always shipped disks!").

Scientists want to do science not
IT support

2 — ESnet Science Engagement (engage@es.net) - G a p
4/7/14



mailto:engage@es.net




Scienti
+

Data
+

Network . Energy
+ el “ )

Ccomp limate



ESnet Science Engagement Services

Resources &

_ Partnerships Efducatllor n & _Knowledgeba
" With facilities / | .u | se
research teams / Wo\xzﬁglgsa 1 Reference
roviders, D '
pbuilding data mobility s?ue(;gsns,;a;?s
. o f consultations » Pabers,
~ foundation for th scientic] _ FAQs — tailored
lasting impact. support teams’ for multiple
' audiences.

4 — ESnet Science Engagement (engage@es.net) - 4/7/14

Lawrence Berkeley National Laboratory U.S. Department of Energy | Office of Science



mailto:engage@es.net




\We built this res Some

scientists are a¢



\We built this res Some

scientists are a¢

OSG Annual
Report Pages

448
8
Not
HEP
18
HEP
155
37
SG
2009 2014 2009 2014



\We built this res Some

scientists are a¢

OSG Annual
Report Pages

8
Not
HEP
18
37

HEP
SG “‘\
2009 2014
Citations drop C

448

155

2009 2014
5 way now...

- 2018



Ucsb FKw's perspective on OSG in 2017

* On- and off-ramping to/from National Cl will be
common among major Research Institutions
(Universities, National Labs, Foundations)

— Seemless, policy driven, under the control of the
“scientist as enduser”

* Divergence of HTC into heavy CPU (co-processor
dominated) and heavy |O (BigData “filtering”)
— Metascheduling of clusters w. co-processor capabilities.
» Everything is less static
— Allocations & provisioning & placement & access
— Mixed commercial, public & private infrastructure

4/8/14 1
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® [t's the “Open” Science Grid, it sometimes feels we
concentrate too much on whether our largest
stakeholders are happy

= Maybe it would be OK for OSG to have a unigue
identity and mission of its own

® Ve spend a |ot of effort dragging legacy services
with us that we designed for LHC ten years ago

x CE, SE, central Information services, certificates
are all in some way deeply flawed. How do we
get out?




Evolving to”

x Ve should be working toward a much less static
system. Resources providers and resource
consumers should be continuously flowing in and out

x \e have tools for taking the environment (cvmfs +
parrot, VMs)

x Ve have tools for lighter weight resource provisioning
(BOSCO)

x \\Ve have tools to deliver data from a distance (Data
Federations over Xrootd)




lan Fisk

1he Future

x  Open Science Grid will continue to be useful but won't grow only by
being better for LHC.

x | HC needs opportunistic computing and has an expected resource
growth for a program that lasts 20 more years

x  OSG can evolve In influence by being indispensable to many smaller
SCIeNces

x  (Goals: Need to measure resource registration and application
adoption In hours

x| ast year we provided 30M CPU hours over the year. Imagine
100 small sciences, with 1000 core problems, it's 12 days of
processing

= Adoption time should be less than 10% of usage time, so you
need to be up In about a day



lan Fisk

Emphasis

= Our emphasis should be on

®x Fast and transient resource contribution and
orovisioning

= Authentication management
x Providing data and dynamic storage

x OSG Connect is the right direction, but should be
established as the strategic direction of OSG



